ABSTRACT
Given a spatial road network, an origin, a destination, and trajectory data of vehicles on the network, the Energy-efficient Path Selection (EPS) problem aims to find the most energy-efficient path (i.e., with least energy consumption) between the origin and the destination. With world energy consumption growing rapidly, estimating and reducing the energy consumption of road transportation is becoming critical. The main challenge of this problem is to adopt energy consumption as the cost metric of paths, which is neglected by the related work in shortest path selection problem whose typical metrics are distance and time. Additionally, negative energy consumption caused by the use of regenerative braking on electric vehicles prevents classical algorithms like Dijkstra’s algorithm from functioning correctly. We introduce a Physics-guided Energy Consumption (PEC) model based on a low-order physics model, which estimates energy consumption as a function of the vehicle parameters (e.g., mass and powertrain system efficiency) and use the estimation in the proposed adaptive dynamic programming algorithm for path selection. Our PEC model treats energy consumption as a unique metric that is determined not only by the path and vehicle’s motion along the path, but also on properties of the vehicle itself. Experiments show that the PEC model estimates are more similar to real trajectory data than the estimates represented by the mean or histogram of historical data. Also, the path found by the proposed method is more energy-efficient than both the currently used path and the fastest path found by a commercial routing package. As far as we know, this is the first paper to use a physics-guided method to estimate the vehicle energy consumption and perform path selection.
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1 INTRODUCTION
Given a spatial road network, an origin, a destination, and trajectory data of vehicles on the network, the Energy-efficient Path Selection (EPS) problem aims to find the most energy-efficient path (i.e., with least energy consumption) between the origin and the destination. The EPS problem, a variant of the Shortest Path Selection (SPS) problem, has two subtasks, namely, estimating the energy consumption of a vehicle along a set of paths, and then selecting the most energy-efficient path for that vehicle.

The goal of this problem is to estimate and reduce the energy cost for road transportation, which is important and necessary both economically and environmentally. In 2015, energy consumption in transportation in the United States cost more than $507 billion [21], and contributed significantly to air pollution and anthropogenic climate forcing. Supported by U.S. Department of Energy, many efforts are being put into the development of energy-efficient vehicle technologies, such as electric cars, to achieve better fuel economy [8]. Despite this attention, energy use continues to climb. The U.S. Department of Energy predicts world energy consumption for transportation will rise 28% between 2015 and 2040 [20]. On the other hand, much computer science study has been conducted on the SPS problems to improve the ability of navigation systems to select the shortest or fastest routes. However, shorter travel distance or time does not necessarily mean less energy consumption. Figure 1 shows the shortest path with a length of 8.73 km and the most energy-efficient path with a length of 9.17 km from a depot through several stops and back to the depot. Nevertheless, the energy-efficient path has a lower energy cost (6.46 KWh) than the shortest path (8.03 KWh). Algorithms designed around time or distance as the path cost metric have ignored the influence of a vehicle’s physical properties on the amount of energy consumed along a path. Our work addresses this limitation by incorporating energy consumption explicitly into the SPS problem to find the most energy-efficient path.
Adopting energy consumption as the path cost metric rather than time or distance in the traditional SPS problem is challenging. Energy consumption is affected not just by the path and a vehicle’s motion on the path, but also by vehicle parameters (e.g., cargo weight). In other words, different vehicles traveling along the same path following the same velocity profile will have different rates of energy consumption. The same is true for one vehicle with varying parameters like passenger mass. Thus, the energy cost of traveling along a path cannot be represented by a statistic such as the average or the distribution of historical data, which are the commonly-used representations for distance and time. Therefore, a better integration of trajectory data from different vehicles or from a single vehicle’s many trips is necessary. Additionally, the wide use of regenerative braking in electrified vehicles (e.g., hybrids) complicates the problem by possibly making energy consumption negative, which prevents classical algorithms like Dijkstra’s algorithm from functioning correctly.

In this work, our primary contributions are three-fold. First, we introduce a Physics-guided Energy Consumption (PEC) model based on a low-order physics model to estimate the energy consumption of a vehicle along a path. The PEC model considers the dependence of energy consumption on variable vehicle parameters. Second, we propose a dynamic programming algorithm based on the estimation to select the most energy-efficient path that handles the possibly negative energy consumption efficiently with an early-stop strategy. The experiments show that the PEC model estimates are more similar to real trajectory data than the state-of-the-art model which represents a path’s cost as a distribution [23]. The experiments also indicate that the paths found by the proposed method are more energy-efficient than both the currently used paths and the fastest paths found by a commercial routing package [17]. Third, we present a case study using real-world trajectory data from a package delivery company and a road map from OpenStreetMap. As far as we know, ours is the first study to propose a physics-guided method to estimate the energy consumption and perform path selection.

This paper is organized as follows: In §2, we explain the basic concepts and formally define the physics-guided energy-efficient path selection problem. §3 reviews the related literature. §4 presents our model and algorithm for solving the problem, and an evaluation is given in §5. §6 concludes the paper and presents our future work.

2 BASIC CONCEPTS AND PROBLEM DEFINITION

We introduce the basic concepts in this study, based on which the Energy-efficient Path Selection (EPS) problem is formally defined.

2.1 Basic Concepts

A road segment ($r$) is a portion of a road with uniform characteristics between two road intersections. A road network is a system of roads composed of road segments and intersections. Figure 2 shows an example road network consisting of 12 road segments and 12 intersections.

A path ($P$) is a set of road segments linking an ordered sequence of intersections. Its origin and destination are the first and the last intersections respectively. The union of two paths (i.e., $P_1 \cup P_2$) is a path composed of all of their road segments. A subpath (sub($P$)) of path $P$ is defined as a path whose road segments belong to $P$. Given two paths $P_1 = \{r_5, r_4, r_6\}$ and $P_2 = \{r_4, r_5, r_9\}$ in Figure 2, $P_1 \cup P_2 = \{r_5, r_4, r_6, r_9\}$, and sub($P_1$) = $\{r_5, r_4\}$ is a subpath of $P_1$.

A trajectory ($T$) is a record of a path traveled by a vehicle and the amount of energy it consumes on each road segment of the path. A trajectory $T$ is said to exist along a path $P$ if $P$ is a subpath of the path recorded by $T$. For example in Figure 2, there is one trajectory along path $\{r_4, r_7, r_{10}\}$ whose energy consumption is in the form of a vector $[c_4, c_7, c_{10}]$, where $c_i$ is the energy consumption of the trajectory on $r_i$. From trajectory data, we can infer each trajectory’s the motion properties as three vectors representing the velocity and acceleration of the logged vehicle and the time it uses on each road segment. A scenario on a path is a combination of attributes shared within a group of similar trajectories, including vehicle model and motion properties.

Ideally, the most accurate approach for estimating the energy consumption of a vehicle moving along a path is to employ a sizable set of trajectories along the same path. However, the number of trajectories along a path decreases rapidly as the number of road segments in the path increases. For a more practical method, we classify all paths into three groups (similar to [23]), namely, trajectory-aware paths (TAPs), trajectory-union paths (TUPs), and other paths. A TAP is a path along which there are at least $\beta$ trajectories. A TUP is the union of several TAPs. The remaining paths are other paths. Suppose $\beta = 1$. In Figure 2, $\{r_5, r_7\}$ and $\{r_7, r_{10}\}$ are two
The Energy-efficient Path Selection (EPS) problem is a variant of the Shortest Path Selection (SPS) problem. Based on how path cost is estimated, the related work on SPS problem can be categorized into two groups, i.e., edge-centric, and path-centric methods (the left branch in Figure 3).

Edge-centric methods treat the cost of a path as the sum of the cost of individual road segments. The work dates back to the 1950s when Dijkstra’s [9] and the Bellman-Ford [15] algorithms were proposed to select the shortest path in a static-weighted graph where the cost on each road segment is a constant. Later study have focused on accelerating computation [1, 3, 6, 19], as well as introducing new constraints (e.g., battery capacity constraint for electric vehicles [2, 11]) and cost metrics (e.g., happiness [18], bi-objectives metric [10]). In order to make the representation of the cost of each road segment more accurate, some work extends the road network as a spatio-temporal network, in which the cost of each road segment varies with time rather than staying the same [5, 13]. Besides time, there are other factors affecting the cost of each road segment that are hard to model directly. Some research represents the cost of each road segment as a stochastic distribution [7, 12]. In all of the aforementioned methods, the cost of each road segment (a constant or a stochastic distribution) is assumed to be prior knowledge. In order to estimate the cost, methods have also been introduced to utilize the growing volumes of trajectory data being collected from vehicles [16, 22, 24, 25]. However, all the edge-centric methods suffer from the problem that when decomposing trajectories to estimate the cost of individual road segments, some information, such as the dependence between the costs of adjacent parts along a trajectory, will be lost.

Rather than thinking of a path as a sequence of individual road segments, path-centric methods treat it as a sequence of overlapping subpaths. The approach in [23] decompose a path into subpaths followed by representing the cost of the path derived from trajectories along subpaths as a stochastic distribution. Since the smallest unit in the path-centric methods to estimate the cost of a path is a subpath, these methods maintain the dependence between the costs of adjacent parts along a trajectory, which is beneficial to energy consumption estimation. Take three connected road segments in our dataset as an example. There are 69 trajectories along a path composed of road segments 803 and 11234, whose average energy consumption on road segment 11234 is 0.064 KWh. Along another path composed of road segments 11233 and 11234 there are 83 trajectories, whose average energy consumption on road segment 11234 is 0.064 KWh. One potential cause for this difference is that the left turn between road segments 803 and 11234 makes the vehicles traveling on them decelerate and accelerate at the intersection and results in relatively higher energy consumption. If we use an edge-centric method, decompose trajectories into road segments, and treat all 152 trajectories on road segment 11234 the same, the estimation of the cost on road segment 11234 cannot reflect this difference. By contrast, in a path-centric method, trajectories on the two paths are dealt with separately, so the difference will be maintained and estimation will be more accurate. Thus, we propose a path-centric model for energy consumption estimation.

However, neither the edge-centric nor the path-centric methods in the related work are able to reflect the dependence of energy consumption on varying vehicle parameters. Vehicle mass is an example of the parameters having large effects on energy use and can vary frequently. For example, suppose a vehicle moves along a path with the same motion properties 6 times. Table 1 shows the energy consumption and the weight of the vehicle on each trip. Answering a question like “What is the typical energy consumption of a vehicle with a weight of 3000 kg on this path?” with a statistic
Table 1: Path cost varies by vehicle weight

<table>
<thead>
<tr>
<th>Trip</th>
<th>Cost (KWh)</th>
<th>Weight (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.1</td>
<td>3000</td>
</tr>
<tr>
<td>2</td>
<td>5.2</td>
<td>5000</td>
</tr>
<tr>
<td>3</td>
<td>5.5</td>
<td>5000</td>
</tr>
<tr>
<td>4</td>
<td>4.9</td>
<td>5000</td>
</tr>
<tr>
<td>5</td>
<td>4.0</td>
<td>4000</td>
</tr>
<tr>
<td>6</td>
<td>2.9</td>
<td>3000</td>
</tr>
</tbody>
</table>

Table 2: Physics Model Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Physical Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>vehicle’s powertrain system efficiency</td>
</tr>
<tr>
<td>$m$</td>
<td>vehicle’s mass</td>
</tr>
<tr>
<td>$A$</td>
<td>vehicle’s front surface area</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$a$</td>
<td>acceleration</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity</td>
</tr>
<tr>
<td>$c_{rr}$</td>
<td>rolling resistance constant</td>
</tr>
<tr>
<td>$g$</td>
<td>gravity acceleration</td>
</tr>
<tr>
<td>$c_{air}$</td>
<td>air resistance constant</td>
</tr>
<tr>
<td>$\rho$</td>
<td>air density</td>
</tr>
</tbody>
</table>

of the cost such as the mean or a random variable distribution (methods commonly used by the previously-mentioned related work) is not accurate, since there are only two trips where the weight of the vehicle is 3000 kg, and any trip where the vehicle’s weight is higher will likely consume more energy. Instead, 3 KWh may be a better answer. Because of the meaninglessness of energy consumption estimates using the related work, none are applicable for selecting energy-efficient paths in a road network.

4 APPROACH

We first introduce a Physics-guided Energy Consumption (PEC) model to estimate the energy cost of a vehicle moving along a path, which accounts for the dependence of energy consumption on vehicle parameters. Then we present a dynamic programming algorithm to select the most energy-efficient path using the estimates from the PEC model.

4.1 Physics-guided Energy Consumption Model

The PEC model is a path-centric model, which has two parts: (1) a scenario-based model for trajectory-aware paths (TAP$_b$s); (2) a TAP$_p$-union model for trajectory-union paths (TUP)s.

4.1.1 Scenario-based model for TAP$_b$s. The scenario-based model is derived from a simplified powertrain energy consumption model [4], in which the energy consumption ($Work$) of a vehicle moving along a path is calculated as follows:

$$Work = \frac{1}{\eta} (mav + c_{rr}mgv + \frac{1}{2} c_{air}Apv^3),$$  \hspace{1cm} (1)

where the physical interpretation of the symbols are shown in Table 2. Briefly, the energy consumption of a vehicle on a path is determined by the vehicle’s motion properties (i.e., time ($t$), acceleration ($a$), and velocity ($v$)) as well as its physical parameters (i.e., mass ($m$), front surface area ($A$), and powertrain system efficiency ($\eta$)). We denote the part of energy used for air resistance as $EAIR = \frac{1}{2} c_{air}p_{air}v^3,$ and denote the part of energy used for rolling resistance and acceleration as the product of a vehicle parameter factor $VP = \frac{m}{\eta}$ and a motion property factor $MP = t av + c_{rr}gv.$ Equation 1 can be written as

$$Work = EAIR + VP \times MP,$$  \hspace{1cm} (2)

where $Work$, $EAIR$ and $MP$ are vectors whose elements represent their values on each road segment, while $VP$ is a scalar determined only by the vehicle.

Vehicles of the same model have the same front surface area and powertrain system efficiency, but possibly varying mass due to different cargo loads. Therefore, we cluster the trajectories into groups according to their $MP$, which is determined by motion properties, and $EAIR$, which is determined by motion properties as well as a vehicle’s front area and powertrain system efficiency, so that trajectories in each group serve as a log of vehicles of similar models and motion properties, i.e., similar scenarios as defined in Section 2. The energy consumption of the trajectories in a scenario will be a linear function of $VP$, whose intersect and slope are the trajectories’ shared $EAIR$ and $MP$ respectively. We call $EAIR$ and $MP$ the signature of each scenario, and call the linear function of $VP$ the signature function of each scenario.

Thus, if energy consumption for a group of trajectories can be represented by the same linear function $Work = f(VP)$, we conclude that these trajectories tend to occur in the same scenario. We can estimate the cost of a vehicle traveling along a path if we know: (1) all the scenarios on the path and their signature functions; (2) the scenario the vehicle is in currently, and its $VP$.

We adopt the K-means algorithm, a popular clustering method, to group the trajectories along a TAP$_b$ into $k$ scenarios according to their $EAIR$ and $MP$. We assign the passing trajectories to the closest scenario, and then update the signature of each scenario according to the trajectories belonging to it. These two operations are performed iteratively until convergence.

The rules to calculate $EAIR$ and $MP$ are derived from Equation 2. Suppose there are $l$ trajectories belonging to an arbitrary scenario with a signature of $EAIR_s$ and $MP_s$. If we represent the energy consumption and vehicle parameter factor of each trajectory as $c_i$ and $VP_i$ ($i = 1, 2, ..., l$), the difference between the energy consumption of two arbitrary trajectories will be

$$c_i - c_j = (VP_i - VP_j) \times MP_s,$$  \hspace{1cm} (3)

where $i, j = 1, 2, ..., l$ and $i \neq j.$ In other words, the difference between the energy consumption of two trajectories in a scenario is a multiple of their shared $MP$. Therefore, we assume that if the pairwise energy consumption differences of more than three trajectories are multiples of each other, the trajectories will share the same $MP$.

Based on the above analysis, we can derive specific equations for the assignment and update steps of the K-means algorithm. Suppose that the path of the scenario above has $n$ road segments, and each
trajectory’s cost \( c_i \) is a vector of \( n \) elements. Its \( j \)th element, \( c_{ij} \), represents the energy consumption of the \( i \)th trajectory on the \( j \)th road segment. The algorithm will iterate between the following two steps:

**Update step:** According to Equation 3, we can represent a multiple of \( MP_s \) (denoted as \( \hat{MP} \)) by the average pairwise differences between energy consumption of the \( l \) trajectories:

\[
\hat{MP} = \frac{\sum_{i=1}^{l} (c_i - c_1)}{\sum_{i=1}^{l} (c_i^{(1)} - c_1^{(1)})}.
\] (4)

In this Equation, \( \hat{MP} \) is standardized such that the first element is 1. Because we are only interested in a multiple of \( MP \), this standardization does not affect the result. Meanwhile, the energy consumption of every trajectory in a scenario can be represented by the shared \( EAIR \) plus a multiple of the shared \( MP \) according to Equation 2. It is also equal to the energy consumption of any other trajectory in the scenario plus a different multiple of the shared \( MP \) according to Equation 3. Thus, we can replace \( EAIR_s \) with the average energy consumption of all \( l \) trajectories in the scenario (denoted as \( \hat{EAIR} \)):

\[
\hat{EAIR} = \frac{\sum_{i=1}^{l} c_i}{l}.
\] (5)

Because \( \hat{EAIR} \) is equal to the scenario’s \( EAIR \) (\( EAIR_s \)) plus a multiple of the scenario’s \( MP \) (\( MP_s \)), it is clear that the energy consumption of all trajectories in the scenario is equal to \( \hat{EAIR} \) plus a multiple of \( \hat{MP} \).

**Assignment step:** Let \( EAIR_s \) and \( \hat{MP} \) be the signature of the \( s \)th scenario on a path, where \( s = 1, 2, \ldots, k \). The energy consumption of a trajectory in the scenario can be represented by the scenario’s signature function, i.e., \( EAIR_s + \mu \times \hat{MP} \), where \( \mu \in \mathbb{R} \) is unknown. We define a metric for evaluating whether a trajectory’s cost \( c_i \) can be represented by the \( s \)th scenario’s signature function as their difference

\[
\text{Diff}_s = \min_{\mu \in \mathbb{R}} ||c_i - EAIR_s - \mu \times \hat{MP}||.
\] (6)

The smaller the \( \text{Diff}_s \), the closer the trajectory is to the scenario. Each trajectory is assigned to the closest scenario.

With respect to initialization of the algorithm, we apply a modified Forgry method, which randomly chooses \( k \) scenarios from the data [14]. The \( s \)th scenario is initialized as

\[
\hat{EAIR}_s = \frac{c_{2s-1} + c_{2s}}{2},
\]

\[
\hat{MP}_s = c_{2s-1} - c_{2s}.
\]

The number of scenarios is determined by an Elbow method. The idea is to run the K-means algorithm with a range of values of \( k \). The performance for each \( k \) is evaluated by the sum of the difference between the energy consumption of each trajectory and the scenario it belongs to. If the value of sum or the change of sum between adjacent runs is smaller than a threshold, we choose the corresponding \( k \).

After finding the scenarios on a \( TAP_\beta \), given the scenario a vehicle is in and the vehicle parameter factor (\( VP \)), we can estimate the cost for the vehicle of moving along the path. The scenario a vehicle is in and the corresponding \( VP \) can be predicted using the vehicle’s historical data before the trip and then may be modified accordingly after more data is collected during the trip. In this paper, for simplicity, we use a vehicle’s energy consumption on the first two road segments of the \( TAP_\beta \) to determine the scenario the vehicle is in and its \( VP \). Given a vehicle’s energy consumption on the first two road segments \( c \), which is a vector of two elements, we evaluate the difference of \( c \) and a scenario with a signature of \( EAIR_s \) and \( \hat{MP}_s \) as

\[
\text{Diff}_s = \min_{\mu \in \mathbb{R}} ||c - EAIR_s[1 : 2] - \mu \times \hat{MP}_s[1 : 2]||.
\] (7)

where \( EAIR_s[1 : 2] \) and \( \hat{MP}_s[1 : 2] \) are vectors consisting of the first two elements of \( EAIR_s \) and \( \hat{MP}_s \), respectively. The vehicle is in the scenario whose difference from the vehicle’s cost is the smallest. Its \( VP \) is the value of \( \mu \) corresponding to the smallest difference. For example, in Figure 4, 6 trajectories are along a \( TAP_\beta \) composed of 3 road segments. The K-means algorithm clusters the trajectories into 2 scenarios such that the energy cost of the trajectory 1, 2, and 3 is equal to \( EAIR_1 + \theta_1 \times \hat{MP}_1 \) where \( \theta_1 \in \mathbb{R} \), while the energy cost of the trajectory 4, 5, and 6 is equal to \( EAIR_2 + \theta_2 \times \hat{MP}_2 \) where \( \theta_2 \in \mathbb{R} \). Suppose we are given a vehicle’s energy cost on \( r_1 \) and \( r_2 \) as \([5, 9]\). We will find that it belongs to Scenario 1, and that its estimated energy cost on this \( TAP_\beta \) is \([5, 9, 7]\).

**4.1.2 \( TAP_\beta \)-union model for \( TUP_\beta \).** In order to evaluate the energy consumption of a trajectory-union path (\( TUP_\beta \)), we propose a model based on the path decomposition method introduced in [23]. A decomposition of a path \( P \) is defined as a sequence of paths \( DE = [P_1, P_2, \ldots, P_n] \) \((n > 1)\) which satisfies three conditions:

- The union of all paths in the path decomposition is \( P \);
- A path \( P_i \) is not a subpath of another path \( P_j \) \((1 \leq i, j \leq n, i \neq j)\);
- The first road segment of \( P_i \) appears earlier than that of \( P_j \) in path \( P \) if \( i < j \).

A path decomposition \( DE_i \) is defined to be coarser than another \( DE_j \) if each path \( P_k \in DE_i \) is the subpath of at least one path \( P_a \in DE_j \), and at least one \( P_k \neq P_a \). Since a \( TUP \) is the union of a set of \( TAP_\beta \)s, we have Lemma 4.1.

**Lemma 4.1.** A \( TUP \) has at least one path decomposition where each element is a \( TAP_\beta \).

**Proof.** Suppose an arbitrary \( TUP \) \((P)\) is the union of a sequence of \( TAP_\beta \)s \((P_i) \) where \( i = 1, 2, \ldots, n \). We conduct the following two operations to get a path decomposition of \( P \):

**Figure 4: An example for the scenario-based model on a \( TAP_\beta \).**
• Order the $TAP_{β}$s by their first road segments.
• Eliminate the paths that are subpaths of other paths.

Because the two operations do not affect the union of the paths which is $P$, and the remaining paths satisfy the second and third conditions, the sequence composed of the remaining paths is a path decomposition of $P$.

In order to estimate the energy consumption of a $TUP$, we add two more conditions to its path decomposition: (1) each element is a $TAP_{β}$; (2) two adjacent $TAP_{β}$s in the decomposition must share at least two road segments so that the scenarios on them can be joined.

Next we show how to generate the union of two adjacent $TAP_{β}$s, i.e., $P_1, P_{1+1}$, in a decomposition of a $TUP$. Suppose $P_1$ has $k_1$ scenarios, specifically the signature of the $s$th scenario (denoted as Scenario$(s)$) is $EARI_s(\beta)$ and $MP_i(\beta)$ ($s = 1, 2, \ldots, k_1$). We will say that a scenario on $P_1$ is similar to a scenario on $P_{1+1}$ when the energy consumption represented by the two scenarios’ signature functions are similar on the shared road segments. To make it clear, let $EARI(s)'$ and $MP_i(s)'$ be vectors composed of the elements of $EARI_s(\beta)$ and $MP_i(\beta)$ corresponding to the shared road segments. The energy consumption represented by the $s$th scenario of $P_1$ and $t$th scenario of $P_{1+1}$ on the shared road segments are $EARI_s(t)' + \mu_1 \times MP_i(s)'$ and $EARI_{s+1}(t)' + \mu_{s+1} \times MP_{i+1}(t)'$, respectively. As we noted in Section 4.1.1, $MP_i(\beta)$ is a multiple of the true Motion Property factor; for simplicity, we assume that $MP_i(s)'$ being a multiple of $MP_{i+1}(t)'$ is equivalent to the fact that the Motion Property factors of two scenarios are similar on their shared road segments. When the two conditions are satisfied, that is $MP_i(s)'$ is a multiple of $MP_{i+1}(t)'$, and $EARI_s(t)'$ is equal to $EARI_{s+1}(t)'$ plus a multiple of $MP_{i+1}(t)'$, we say that the energy consumption represented by the two scenarios is similar on the shared road segments. Thus, we define the difference between the energy consumption represented by scenarios as

$$Diff_{s,t} = \min_{\theta} \| MP_i(s)' - \theta \times MP_{i+1}(t) '\| + \min_{\gamma} \| EARI(s)' - EARI_{s+1}(t)' \| \times \frac{\gamma \times MP_i(s)' + \theta \times MP_{i+1}(t) '}{2},$$

(8)

where $\theta = \arg\min_{\theta} \| MP_i(s)' - \theta \times MP_{i+1}(t)' \|$.

The smaller the difference, the more similar the two scenarios. If a vehicle is in Scenario$(s)$ with vehicle parameter factor $VP_j$, and Scenario$(s+1)$ is the most similar scenario to Scenario$(s)$ on $P_{1+1}$, then the vehicle parameter factor in Scenario$(s+1)$ is

$$VP_{i+1} = \arg\min_{\theta} \| EARI_s(t)' + VP_j \times MP_i(s)' - EARI_{s+1}(t)' - \theta \times MP_{i+1}(t) '\|.$$  

(9)

Since a $TUP$ may have more than one decomposition, we will use the coarsest decomposition in which the number of shared road segments between adjacent $TAP_{β}$s is the largest in all decompositions. More shared road segments provide more evidence for determining the difference between scenarios on adjacent $TAP_{β}$s. After determining which scenario a vehicle is in on the first $TAP_{β}$ in a path decomposition and the corresponding vehicle parameter factor ($VP$), the scenario and the corresponding $VP$ of the latter

$TAP_{β}$s are determined according to the method of joining adjacent $TAP_{β}$s introduced above. Given the energy consumption on each $TAP_{β}$, the union of them will be the cost for the whole path, while the cost of each road segment shared by several $TAP_{β}$s is the mean of the cost of these $TAP_{β}$s on the segments. For example, as shown in Figure 5, a $TUP = [r_1, r_2, r_3, r_4]$ has a path decomposition $[TAP_{1, 1}, TAP_{2, 2}]$, each of which has 2 scenarios. Suppose a vehicle is in Scenario 1 on $TAP_{1, 1}$ with a $VP$ of 4. From the calculation we get Scenario 4 is the most similar to Scenario 1 among the scenarios on $TAP_{2, 2}$. According to Equation 9, the vehicle parameter factor in Scenario 4 is 10. According to Equation 2, the energy consumption of the vehicle on the two $TAP_{β}$s is $[7, 13, 10]$ and $[13, 10, 31]$ respectively, and on $TUP$, it is $[7, 13, 10, 31]$.

### 4.2 Adaptive Dynamic Programming Path Selection Algorithm

The general framework for a path selection algorithm is shown in Algorithm 1. Given a road network, an origin and a destination, as well as a model to estimate a path’s cost, the algorithm generates a path satisfying certain criteria. The main steps of the algorithm are as follows. The list of candidate paths $CP$ is initialized in Line 1, typically using the paths consisting of one road segment from the origin. Then in each iteration (Lines 2-8), the most promising path in $CP$ is taken out and extended by adding one road segment to its end, and the result path is added to $CP$. The iteration ends when the stop criterion is met. The related work implements the steps in this algorithm from different perspectives. For example, in Dijkstra’s algorithm the stop criterion is a path found between the origin and the destination, while the candidate paths are evaluated by their cost and the path with the smallest cost is the most promising one. In our paper, we propose a trajectory-aware filter for extending candidate paths, a dynamic programming method for estimating the cost of an extended path based on that of the original path, and an early-stop strategy for the stop criterion.

#### 4.2.1 Trajectory-aware filter for path extension

Since we intend to find a $TAP_{β}$ or a $TUP$, when extending a candidate path to new paths by adding one road segment to its end, a filter can be applied so that not all road segments connecting to the path’s last node are added. The filter is based on the following lemma.

**Lemma 4.2.** The road segments that can be added to the end of a path to obtain a $TAP_{β}$ or a $TUP$ should satisfy the condition of there...
Algorithm 1 General algorithm framework

Require:
\[ G: \] A road network;
\[ o: \] The origin;
\[ d: \] The destination;
\[ model: \] A model to estimate a path’s cost.

Ensure: The path between \( o \) and \( d \) satisfying the criteria.

1. Candidate paths \( CP \leftarrow \) initialization;
2. while Stop criterion is false do
3. \[ p \leftarrow \] the most promising path in \( CP \);
4. for all Extensions \( p’ \)’s of \( p \) do
5. Compute the cost of \( p’ \);
6. Add \( p’ \) to \( CP \);
7. end for
8. end while

being at least \( \beta \) trajectories along it that are also along the last two road segments of the original path.

Proof. Suppose that there are less than \( \beta \) trajectories along a path composed of the last two road segments of the original path and the added road segment. The last two road segments of the original path and the added road segment cannot be in the same \( TAP_{\beta} \), because the definition of a \( TAP_{\beta} \) requires the number of trajectories along the path be at least \( \beta \). So the result path is neither a \( TAP_{\beta} \) nor a \( TUP \) which is a union of \( TAP_{\beta}s \).

4.2.2 A dynamic programming method for estimating a path’s energy consumption. The idea of dynamic programming is to divide the problem into subproblems and avoid repeated computation for the subproblems. We adopt this idea when computing the energy consumption of a result path obtained from an extension. By using the path decomposition of the original path and modifying the part concerning the added road segment to get the decomposition of the result path, we avoid the computation of searching for the path decomposition of the result path and estimating the energy consumption on each subpath from raw data. We treat the decomposition of a \( TAP_{\beta} \) as a sequence which only contains the path itself, and find Lemma 4.3.

Lemma 4.3. The coarsest decomposition of the result path should contain all but the last subpath in the coarsest decomposition of the original path.

Proof. Suppose that \( P_i \) is a subpath, but not the last one, in the original path’s coarsest decomposition, and that it is not in the result path’s coarsest decomposition. Since \( P_i \) is a subpath of the original path, and the original path is a subpath of the result path, \( P_i \) is a subpath of the result path, which, together with the fact that \( P_i \) is not in the result path’s coarsest decomposition, indicate that there is a subpath \( P_j’ \) in the result path’s coarsest decomposition such that \( P_i \) is a subpath of \( P_j’ \) and \( P_i \neq P_j' \). Because \( P_i \) is in the original path’s coarsest decomposition, \( P_j’ \) is not a subpath of the original path. The only road segment in the result path but not in the original path is the added one, so the added road segment is in \( P_j’ \). Let \( P_j \) be the path obtained by excluding the added road segment from \( P_j’ \). \( P_j \) is a subpath of the original path. Because \( P_i \) is a subpath of \( P_j’ \) and does not contain the added road segment, \( P_i \) is a subpath of \( P_j \). Because both \( P_i \) and \( P_j \) are in the original path’s coarsest decomposition, \( P_i = P_j \). \( P_i \) must contain the last road segment of the original path, otherwise the union of \( P_i \) and the added road segment is not connected, and \( P_j’ \) is not a path. Let \( P_n \) be the last subpath in the original path’s coarsest decomposition. Because \( P_i \neq P_n \), the first road segment of \( P_i \) appears earlier than that of \( P_n \) in the original path, and both \( P_i \) and \( P_n \) end at the last road segment of the original path. That is, \( P_n \) is a subpath of \( P_i \), which is a contradiction.

Therefore, to extend a path we only need to modify the last subpath in its coarsest decomposition, the procedure for which is shown in Algorithm 2. Suppose that we need to obtain the union of a path \( P \) composed of \([r_1, \ldots, r_n]\) and a road segment \( r_{n+1} \) as a new path \( P’ \) (shown in Figure 6). We denote the last \( TAP_{\beta} \) in \( P’s \) coarsest decomposition as \( oldPath \), which consists of \([r_{n-k}, \ldots, r_n]\), and get \( newPath = oldPath \cup r_{n+1} \). If \( newPath \) is a \( TAP_{\beta} \), \( P’ \)’s coarsest decomposition is obtained by replacing \( oldPath \) with \( newPath \) in \( P’s \) coarsest decomposition. If not, we recursively remove the first road segment from \( newPath \) (i.e., \( r_{n-k}, r_{n-k+1}, \ldots \)), and add the longest \( TAP_{\beta} \) composed of the remained road segments to \( P’s \) coarsest decomposition to obtain that of \( P’ \).

Algorithm 2 Extend a path

Require:
\[ P: \] A path;
\[ r: \] A road segment connected to \( P \) at \( P \)’s last node;
\[ T: \] A set of trajectories.

Ensure: The path composed of the union of \( P \) and \( r \).

1. \( oldPD \leftarrow P’s \) coarsest decomposition;
2. \( oldPath \leftarrow \) the last \( TAP_{\beta} \) in \( oldPD \);
3. \( newPath \leftarrow \) the union of \( oldPath \) and \( r \);
4. if \( newPath \) is a \( TAP_{\beta} \) then
5. \( newPD \leftarrow \) replace \( oldPath \) with \( newPath \) in \( oldPD \);
6. return \( P’ \leftarrow \) union of \( newPD \);
else
7. while Number of road segments in \( newPath \) > 3 do
8. \( newPath \leftarrow \) \( newPath[1:] \);
9. if \( newPath \) is a \( TAP_{\beta} \) then
10. \( newPD \leftarrow oldPD.add(newPath) \);
11. return \( P’ \leftarrow \) union of \( newPD \);
12. end if
13. end while
14. end if

4.2.3 Early-stop strategy. The early-stop strategy comes into play after the first path between the origin and the destination is found. This accords with our way of searching for candidate
paths so that the algorithm can stop before exploring all $TAP_β$s and $TUP$s. We use energy consumption as the metric to evaluate the candidate paths and choose the one with smallest energy consumption as the currently most promising path. Since we always extend from the path with the currently known smallest energy consumption, the path we found between the origin and the destination is the currently known most energy-efficient path. However, the possibly negative energy consumption caused by regenerative braking means that the paths extended from a path may cost less energy than the original path. To deal with this issue, before the path selection, we identify the road segments on which there exist trajectories whose energy consumption is negative. The sum of the smallest negative energy consumption values on these road segments indicates the largest amount of energy that may be gained by traveling along these road segments. A value we call regenerative energy bound. Therefore, if the sum of the energy consumption of a candidate path and the regenerative energy bound is greater than the energy consumption of the current path between the origin and the destination, it is impossible to extend the candidate path to get a cheaper path between the origin and the destination, so the extension of the candidate path is terminated.

5 EXPERIMENTAL EVALUATION AND CASE STUDIES

We conducted two experiments to evaluate the estimation accuracy of the Physics-guided Energy Consumption (PEC) model and the energy saving resulting from using the adaptive dynamic programming path selection (Physics-guided) algorithm, which answer four questions: (1) Were the estimates of the PEC model more accurate than those of related work? (2) What was the impact of path length on estimation accuracy? (3) What was the impact of $β$ on estimation accuracy? (4) Was the energy consumption of paths selected by the Physics-guided algorithm less than that of the related work? We also conducted a case study on path selection to show our methods can substantially reduce energy consumption.

5.1 Experiments

The design is shown in Figure 7. The data we used included a road network from OpenStreetMap, and trajectory data collected from a vehicle in Fort Worth, TX from 1/1/2017 to 3/1/2018, which contained 10759 trajectories.

5.1.1 Energy consumption estimation accuracy. In the first experiment, we compared the PEC model with two methods which were commonly used as the ground truth in the state-of-the-art related work, one that uses the average of the energy consumption recorded by historical trajectories, and another that uses the distribution of historical data [23]. The experiment was conducted iteratively. In each run, given an input $β$, we randomly chose a $TAP_β$ composed of an input number of road segments, and estimated the energy consumption on it through the three methods. Then, we represented the path as a $TUP$ by excluding the trajectories along the entire path, and estimated the energy consumption using the PEC model. The energy consumption of each trajectory along the entire path was used as the ground truth, and the absolute value of its difference with each estimation was called the estimation error. The relative estimation error was defined as the ratio between the estimation error and the ground truth. Since the histogram method represents the estimation as a distribution, its estimation error was defined as the weighted average of the absolute value of the difference between the value of each bin in the histogram and the ground truth. The average relative estimation error was used as the metric to evaluate the estimation accuracy of each method. The smaller the metric was, the more accurate the estimation.

Figure 8 shows the average relative estimation error of estimates provided by the histogram method, the mean method, and the PEC model on $TAP_β$s, as well as the PEC model on $TUP$s, given different number of road segments and $β$. Generally, the estimation error of all methods decreased with increasing number of road segments. A potential cause of this was that the impact of random factors not modeled by these methods declined as the path got longer. For example, the impact of stopping for a red traffic light is larger on a short trip than on a long trip. The number of road segments showed the length of a path indirectly. On paths composed of a certain number of road segments, even though greater $β$ meant more trajectories along a path available for estimation, the estimation accuracy of the methods stayed almost unchanged with varying $β$. Given the number of road segments and $β$, the estimation error of the PEC model on $TAP_β$s was clearly lower than those of the mean and histogram methods. For example, on paths composed of 40 road segments with $β = 20$, the relative estimation error of the PEC model was 11.40%, while those of the mean and histogram methods were 17.25% and 23.08% respectively. In addition, while the estimation accuracy of the PEC model on $TUP$s was similar to that of the mean method, the PEC model required less data. On paths composed of 45 road segments, neither the histogram nor the mean methods were able to provide estimation, while the estimation error of the PEC model was shown in Figure 9, which was around 16%. Therefore, the estimate of the PEC model was more accurate than the histogram and the mean methods that have been used as the ground truth in related work.

5.1.2 Energy savings. In the second experiment, we compared the energy consumption of the paths selected by the proposed Physics-guided method with that of vehicle drivers’ choices, and that of the fastest paths selected by Itinero, an open-source routing
library using OpenStreetMap. This experiment was also conducted iteratively. In each run, we randomly chose two road intersections which were on a random trajectory as the origin and the destination. This trajectory recorded a vehicle driver’s choice. The proposed Physics-guided algorithm was executed to find the most energy-efficient path, while the Itinero library provided the fastest path.

The energy consumption of the three paths was estimated through the PEC model and used as the metric to evaluate whether the paths were energy-efficient.

The results are shown in Figure 10. Paths between 159 randomly-chosen origin and destination pairs were selected. In Figure 10a, the x coordinate of each point (dot or square) represents the energy consumption for the driver-chosen path. The y coordinate of each dot or square denotes the energy consumption for the energy-efficient path or the fastest path respectively. Most of the points fall in the lower right part of the plot, indicating that the energy-efficient and the fastest paths were more energy-efficient than the driver-chosen paths. Figure 10b shows the energy-efficient paths consumed less energy than the fastest paths, which is indicated by the y coordinate of each point being less than its x coordinate. Indeed, the experiment showed that the paths selected by the Physics-guided method consumed 58% less energy than the driver-chosen path and 42% less energy than the fastest paths.

5.2 Case study
We conducted a case study to compare the paths selected by the proposed method and Google Maps. The data we used in the proposed method was the same as that in the experiments. The Physics-guided method selected a path 1.5 miles long with an estimated time cost of 5 minutes (Figure 11a). Google Maps chose a path 1.6 miles long but with a smaller estimated time cost of 4 minutes (Figure 11b). Nevertheless, the path selected by the proposed method
The energy-efficient path selection (EPS) problem aims to find the path with least energy consumption between a given origin and destination. We introduced a physics-guided energy consumption model, which estimates energy consumption as a function of the physics parameters of a vehicle, to solve the main challenge of the EPS problem, adopting energy consumption as the cost metric of a path. We also proposed an adaptive dynamic programming algorithm for path selection using the estimates from the PEC model. The Experiments and case study showed that the PEC model estimates were more similar to real trajectory data than two state-of-the-art models, and that the paths found by the proposed method was more energy-efficient than the currently used paths and the fastest paths found by Itinero and Google Maps.

In this study, we only focused on estimating the energy consumption of paths with a certain number of trajectories along them. Our future research will focus on method of estimating energy consumption for paths along which there are few or no trajectories.
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Figure 11: A path selected by the proposed method is more energy-efficient than that from Google Maps.

(a) Path selected by the proposed method.
(b) Path selected by Google Maps.

had a lower estimated energy cost (1.11 KWh) than the path from Google Maps (1.60 KWh). A potential cause of this difference was that the part of the route affected by heavy traffic (shown in orange) was longer on the path selected by the proposed method than on the Google Maps path, but its impact on energy consumption was not as large as on time cost. Therefore, the proposed method was able to select the more energy-efficient path than the currently widely-used method.

6 CONCLUSION AND FUTURE WORK

The energy-efficient path selection (EPS) problem aims to find the path with least energy consumption between a given origin and destination. We introduced a physics-guided energy consumption model, which estimates energy consumption as a function of the physics parameters of a vehicle, to solve the main challenge of the EPS problem, adopting energy consumption as the cost metric of a path. We also proposed an adaptive dynamic programming algorithm for path selection using the estimates from the PEC model. The Experiments and case study showed that the PEC model estimates were more similar to real trajectory data than two state-of-the-art models, and that the paths found by the proposed method was more energy-efficient than the currently used paths and the fastest paths found by Itinero and Google Maps.

In this study, we only focused on estimating the energy consumption of paths with a certain number of trajectories along them. Our future research will focus on method of estimating energy consumption for paths along which there are few or no trajectories.